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ABSTRACT
Mobile Ad hoc Network (MANET) is self-configuring, infrastructureless, autonomous, standalone wireless network architecture. For the simple and flexible deployment characteristics, it is one of the main potential applications for emergency situations like natural disaster. By using optimization theory we designed and implemented three fully functional prototypes: Structured Mesh Overlay Network (SMON) on OLSR and MANEMO (with TDP/NINA and OLSR as routing protocol) for post disaster rescue operation.  All the architectures together with our customized and developed applications provide P2P multimedia communication among the rescue workers and with the central command headquarter. Real-time visualization by using GPS integrated with Google map provides headquarter to track the movement and position of the rescue worker at the disaster area. This paper describes a real-life experimental demonstration on post disaster recovery where the limitation of wireless network coverage and connectivity was overcome.
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1. Introduction
Natural disaster like Tsunami not only takes hundreds of thousands of lives but also make wounded hundreds of thousands more. It destructs the surrounding in a massive scale and the traditional communication systems like the fixed or mobile telephone or local internet access becomes completely inoperable. In such a situation it is not only time consuming but also very hard to deploy the conventional communication network which the emergency rescue worker can use to help the victims. So a fast-deploying reliable multimedia communication systems with a wide range of coverage is developed under the project “Digital Ubiquitous Mobile Broadband OLSR (DUMBO)” [1] by IntERLab and its partners by which the emergency rescue worker can communicate among themselves as well as with the central command headquarter, deployed anywhere in the internet. This paper explains the design of our emergency network and our developed and customized multimedia applications which is the 2nd phase of DUMBO project.
2. The Design of Network
Both SMON (Structured Mesh Overlay Network) on OLSR (Optimized Link State Routing) and MANEMO (Mobile Ad hoc Network for Network Mobility) networks are designed to deploy an emergency network in a disaster area. The aim of this network is to deploy within least possible time without relying on any existing fixed network infrastructure. The goal is to provide the rescue worker sending and receiving multimedia information among them and with distant central command center. With the help of GPS integration with Google map, headquarter knows the exact position and movement of the rescuer at the disaster area.
2.1 The Architecture of OLSR Network
OLSR Network is a single Mobile Ad hoc Network comprising with a variety of mobile nodes and almost similar network condition. A node can communicate with other neighbor node and with the distant command center situated anywhere in the internet. Headquarter has some special application to visualize the real-time position and movement of the individual nodes and can send broadcast message to all the nodes. 
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Figure 1: OLSR Architecture

 Figure 1 shows the abstract model of OLSR network. As fixed network infrastructure is unavailable in a disaster-affected area, we need to use commercially available light-weight mobile devices to create a self-configuring, standalone Mobile Ad hoc Network (MANET) which will provide multimedia communication among the devices. This network can also provide multimedia communication with the distant command center. Our challenge is to overcome the limitation of network coverage and connectivity while the mobile devices are moving with relatively high velocity. 
To form a MANET every mobile devices is configured to use ad hoc (peer-to-peer) Wifi mode and run Optimized Link State Routing (OLSR) [2] protocol. The mobile devices attach with each other with multiple links and create a mesh network. Using Multi-Point Relay (MPR), a special mechanism of OLSR protocol, it selects few nodes to forward message on behalf of other nodes. This reduces the number of flooding message in the network and delivers packet to the destination optimally. To communicate with headquarter; all packets are forwarded to OLSR Gateway. The OLSR Gateway is a machine with two interfaces which are wireless and LAN. The wireless interface works in Ad hoc mode to join in OLSR network and the LAN interface is connected to the internet enabling the communication with the headquarter machine. In our OLSR network the Ultraclient is used as OLSR router and Laptop PC and EeePC are used as both OLSR router and multimedia application terminal.
2.2 Applications on OLSR Network
We developed a application called EasyDC (Easy Disaster Communication) which is a novel SIP based Structured Mesh Overlay Network (SMON) [3], on Optimized Link State Routing (OLSR) allowing VoIP applications to operate on MANET without deploying any centralized servers. We use a Distributed Hash Table (DHT) to distribute the SIP object identifications over the mesh overlay network to provide SIP service lookups on the MANET dynamically and efficiently. SMON is a cross-layer design, which exploits routing information locally, resulting in achieving high performance with fast SIP call setup time.
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Figure 2: EasyDC Application (Rescue Worker’s Terminal)

Rescue worker communication terminal (EasyDC user interface) is shown in the Figure 2. There is a list of all registered user in the middle of the interface. The user can select another user from the list as s/he wishes to communicate and communicate with using VoIP call with video or text messages. The recipient user will see the call. If s/he accepts the call, s/he will be able to see the invitee’s video and hears the voice. The user can send a broadcast message to all the registered users.  
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Figure 3: EasyDC Application (Headquarter Terminal)
The headquarter terminal is the extended version of the client version with the functionality of one-to-many communication (Figure 3). Headquarter is capable to receive and transmits too multiple clients at the same time. It can also broadcast any message to all the registered users. 
2.3 The Architecture of MANEMO (TDP/NINA)
MANEMO is the combination of Mobile Ad hoc Network (MANET) and Network Mobility (NEMO) [4] Basic Support protocol where NEMO provides session connectivity and Tree Discovery (TD) [5] and Network In Node Advertisement (NINA) [6] provide routing information.
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Figure 4: MANEMO (TDP/NINA) Architecture

In the Figure 4 the MANEMO abstract architectural model is shown. Network Mobility (NEMO) Basic Support protocol is an extension of Mobile IPv6 which ensures session continuity for all nodes in the Mobile Network even while they are on move with Mobile Router (MR). Mobile Router (MR) is a Mobile IPv6 Node that connects to the internet and also acts as a gateway to the underlying network runs NEMO Basic Support protocol with its Home Agent and establishes a bi-directional tunnel. The nodes connected to the MR can be a mobile node or a host that doesn’t support mobility. The NEMO BS protocol makes the network mobility transparent to the nodes inside the Mobile Network. While moving, Mobile Router changes its point of attachment in the internet and all traffic between the nodes inside the mobile network and the correspondent nodes passes through the Home Agent.

Nested Network Mobility is a scenario where one Mobile Router allows another Mobile Router to attach to its Mobile Network. This is a hierarchical structure of Mobile Routers which increases the complexity of route and/or router selection for Mobile Network Nodes (MNN). At each level of NEMO a bi-directional tunnel is established between MR and Home Agent which increases the encapsulation of packets. When several Mobile Routers are attached to form Nested NEMO a graph can be formed which is not exempt of loop.
Tree Discovery is a form of distance vector protocol that locates the nearest exit and forms Directed Acyclic Graphs towards that exit. Network In Node Advertisement (NINA), an extension of IPv6 Neighbor Discovery (ND) Neighbors Advertisement (NA) including the Network In Node Option (NINO) in NAs of the MR which enables an MR to learn the prefixes of all other MRs down its sub-tree and provide local routing without multiple packet encapsulations. This type of solution is considered to be a MANET for NEMO (MANEMO) approach which aims to optimize the local routing in a Nested NEMO topology.

2.4 Architecture of MANEMO (OLSR)

The concept is same as MANEMO (TDP/NINA) where OLSR is used instead of TDP/NINA as the routing protocol.
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Figure 5: MANEMO (OLSR) Architecture

In Figure 5 the MANEMO (OLSR) architecture is shown. Here each Mobile Router has two interfaces; the egress interface is in Ad Hoc mode and attached to the upper layer Mobile Router’s egress interface and the ingress interface in access point mode where all the Mobile Network Nodes are attached to. 

2.5 Applications on MANEMO

We customized the existing SIP based softphone Linphone [7] for our multimedia communication. Generally Linphone is capable for point to point communication. But we customized it to use in point-to-multipoint communication. This fixed IPv6 SIP communication is based on port identification.  
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Figure 6: MANEMO Rescue Worker Application
Figure 6 shows the rescue worker’s multimedia communication application. The user can communicate with headquarter using the specific IPv6 address and port number. When connected, user can transmit voice, video and text messages to the headquarter and receive voice command from headquarter.
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Figure 7: MANEMO Headquarter Application
In the Figure 7 the MANEMO application used in Headquarter is shown. Headquarter application is an extended version of the client version which runs multiple instances of the client application. When a specific client is connected to headquarter, it can receive video, voice and text messages and transmit voice to the client.
2.6 Application on DUMBO-2

We developed an application GeoDraw where GPS is integrated with Google Map to show the real-time movement and topology changes of the rescue worker at the disaster area. 
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Figure 8: GPS Application Architecture

In the Figure 8 the architecture of the application is shown. For Mesh-OLSR the GPS device attached with the client (EeePC or Ultraclient) using Bluetooth collect the GPS data and create location information with longitude, latitude and time from the collected GPS data. Server receives this information by opening UDP port. It creates the linking information with the client IP address and neighbor IP address. Combining the link information and location information it creates a frame which is feed to the GeoDraw application. In MANEMO both the link information and location information is created in client devices (EeePC or Microclient Jr) and sent to server by opening UDP port. GeoDraw receives the frame and draw the topology using Google Map.
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Figure 9: GeoDraw application with Google Map
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Figure 10: GeoDraw Application with Google Map

In the Figures (9 and 10) the GeoDraw application is shown. The lines between the nodes show the link with neighbor and topology. Every one second the GPS data is refreshed and the visualization is also refreshed. With this application headquarter can track the rescuer’s movement and position in disaster area.
2.7 Demonstration

We had done a number of test cases in AIT campus before demonstrate on ITST conference held at Hilton Hotel, Karon Beach in Phuket, Thailand. Phuket is one of the Tsunami, 2004 affected area in Thailand. We demonstrated a post disaster rescue operation in the sea. We simulated the sea along with beach as a disaster affected area where traditional telecommunication services and fixed network infrastructure is unavailable. 
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Figure 11: Demonstration Scenario

In the Figure 11 the demonstration scenario is shown. We setup headquarter in the conference room and the different relative suitable vehicles at the road and sea.
For OLSR Netwrok we setup an OLSR Gateway at the swimming pool side. On the road and at the beach we used Ultraclient as OLSR router to extend the network coverage on the sea. On the road we used tuktuk and motorcycle as vehicle where rescue worker carried lightweight Laptop PC and EeePC running OLSR and multimedia application. On the sea we used long tail boats carrying OLSR router and OLSR nodes along with rescue worker. To setup the whole network it took about one and half hours.

For MANEMO we deployed some wireless access points (Powerstaton2 and nanostation) running in Wireless Distribution System (WDS) mode. On the road we used tuktuk and motorcycle carrying Microclient Jr. as Mobile Router along with rescue worker carrying lightweight Laptop PC or EeePC running multimedia application. On the sea we used long tail boat along with Mobile Router and rescue worker multimedia communication terminal. To setup the whole network it took about one and half hours.
3. Challenges 

Maintaining and extending MANET connectivity in disaster affected area is one of our primary research areas. The operational range of IEEE Wifi 802.11b/g is typically 30-200 meter. This is further limited due to some environmental obstacles like buildings, trees, sea wave, antenna orientation or angle and many more. For both network topology (OLSR and MANEMO) we found that the routing path is not exactly same as we expected. Sometimes the nodes choose a physically farther device as neighbor than a nearer device. This may happen for different power setting and chipset of Wifi devices.
Default values of Hello and Topology Control (TC) period transmission proposed by OLSR RFC were not well suited for our scenario because of including different vehicle (tuktuk, motorcycle, long tail boat) introduce high mobility and frequent changes of topology. The OLSR parameters were tuned such a way that the nodes get update of neighborhood and topology information more frequently without affecting our goal. 
The emergency response application must be resilient in MANET environment. But MANET environment has variable bandwidth, topology changes and sometimes severe packet loss. We experienced sometimes very low quality of Voice over IP (VoIP) and streaming video is freeze. We need to improve the quality of streaming audio and video using some powerful codec and error correction method.
MANET typically works well in small and medium wireless environment. But we need find some practical way to extend it to support the victim in some isolated disaster area. The network should be capable to adopt in different environmental condition like high-altitude, high waves, extreme humidity or temperature or cold, rough terrains etc. 
There is some security issues to use these rescue application as these are related to pass personal information through the system. There needs to integrate encryption, authorization, authentication and access control method in the emergency network along with the application. 

4. Experimental Results
During demonstration at Phuket we collected some experimental data for SMON and MANEMO with TDP/NINA. In both cases we concentrated on the influence of speed on the communication. 
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Figure 12: SMON testbed at Phuket

The Figure 12 shows the experimental testbed of SMON at Phuket. Here we communicated with two OLSR nodes residing inside the vehicle.
· The vehicles were running at the same speed (20-25 km/h) and in the same direction (Figure (a)). Both of the vehicles become neighbor to one another. Thus average call setup time is almost same all they way the move and its about 11 ms.
· They were running in the same direction but with different speed (one at 20 km/h and another at 30km/h) (Figure (b)). At the beginning both of the vehicles are neighbor to each other. As they are running in different speed, the faster vehicle goes out of range to be neighbor and changes its route. So at the beginning the call setup delay is much less, during changing of route delay increases and again it falls down when the route selection procedure completes. The overall result is same as previous one (same speed and same direction).
· Both vehicle we running at same speed (20-25 km/h) but at opposite direction (Figure (c)). The vehicles change their route twice while moving. As they are running in opposite direction, initially call setup delay is higher. While moving and come closer to each other, they become neighbor and call setup delay becomes very low. When they passed away, again the call setup delay becomes very high. The call setup delay during changing the route is about 500 – 600 ms.
· The control overhead remains almost same in all the cases as OLSR is a proactive routing protocol and it sends TC or HELLO packets periodically.
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Figure 13: MANEMO testbed at Phuket

The Figure 13 shows the testbed scenario at Phuket. MNN is connected to MR3 and heading to MR1 with different speed. We used ping command from MNN to HQ and measured throughput, packet loss, Round Trip Time (RTT) and control overhead for different speed. 
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Figure 14: Throughput and Packet loss varies with speed
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Figure 15:  Variation in control overhead with variation in speed

From the Figure 14 we found that with the increase in speed the packet loss is increasing gradually which cause in decrease of throughput with increase in speed. 

In Figure 15 RTT is increasing steadily with the increase of speed. RTT is higher before handover than after handover as after handover the distance is decreases between MNN and HQ in term of number of hops and physical distance.
Control packets are sent periodically and if there is any change in underlying network. For static case the control overhead is due to periodic control packet sending. But for low speed case the moving MR changes its point of attachment and it send control packet. That’s why control overhead is about two times higher in low speed than static case.

In Phuket we concentrated on the speed only. But we have to consider the topology and movement pattern too. So we conducted a couple of real field test at AIT. In our testbed we made four hop linear distances from the end node to the Router (OLSR/MANEMO OLSR) / Access Point (MANEMO TDP/NINA) and start moving according to two different scenarios: single group movement and multiple group movement. Our multimedia application is running at the HQ machine and last multimedia application terminal.
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Figure 16: (a): SMON on OLSR; (b): MANEMO with TDP/NINA and (c): MANEMO with OLSR.

· For static case we communicate from last multimedia application terminal to HQ and measured data on different parameters.

· For single group movement we communicate from the last node to HQ and start moving toward the HQ. When the corresponding Router (OLSR/Mobile) changes its association to one upper level Router, the total hop comes to 3 and we stop our moving and collect data.
· For multiple group movement we communicate from the last node to HQ and start moving with the corresponding Router and its parent router together maintaining the connection between them towards HQ. When the parent router changes its association to one level upper Router and the corresponding router is still connects to the parent Router the number of hop from last node to HQ comes one less than starting number. So we stop moving and measure the data.
Our experimental results are shown below:
4.1 Call Setup Time

For measuring call setup time we used SIP soft phone (Linphone for MANEMO and Twinkle for OLSR). As wireless environment is not same for all the time, it was very difficult to do the experiment with the same environmental condition. But we tried to make it as similar as possible. In case of MANEMO TDP/NINA we used continuous monitoring for better signal strength for handover. For MANEMO OLSR we faced difficulty to make multihop naturally as the antennas signal strength is very strong compare to our experimental location. So we used packet filtering to make multihop. In the following we plot the graph for comparing our three network topology (MANEMO OLSR, MANEMO TDP/NINA and SMON on OLSR) with three movement scenario. In all cases we took the call setup time less than 150ms and about 10% of total call setup time is as long as the handover time (4-8 sec) which we consider as unacceptable call setup time.
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Figure 17: Call Setup Time for Static case
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Figure 18: Call Setup Time for Single Group Movement 
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Figure 19:  Call Setup Time for Multiple Group Movement 

In all the above cases SMON on OLSR takes smallest time to setup a session than other two topologies. For MANEMO with TDP/NINA each packet heading to the destination has to pass two interfaces in each MR as MNN or underlying MR attaches with ingress interface of the upper layer MR and transmits the packet through the egress interface. But for MANEMO with OLSR, only MNN is attached to the ingress interface and the underlying MR is attached to the upper layer MR with ad-hoc mode egress interface. That is the reason for static case where packet delay is higher for TDP/NINA than OLSR.

For single or multiple movement both MANEMO (TDP/NINA and OLSR) session delay is almost similar. In NEMO BS protocol, if any MR changes its point of attachment, it has to register its new COA (Care of Address) with HA (Home Agent). Moreover for OLSR, it has to select MPR (Multi Point Relay) node. All these reasons the average session delay is very close to each other.  
4.2 Control Overhead

For measuring control overhead we capture packets by using tcpdump at each node during our experiment. Here we measured the packet and follow the same scenario as for measuring call setup time. For MANEMO TDP/NINA the control packets are Router Advertisement (RA) messages with Tree Information Option (TIO) and Neighbor Advertisement (NA) message with Network In Node Advertisement (NINA). For OLSR routing protocol the Hello messages, Host Network Association (HNA) and Topology Control (TC) messages are considered as the control packets. In pure OLSR we used IPv4 while other two used IPv6. So we compensated some additional bytes to each control packet in pure OLSR accordingly. The comparative results for three network topologies each with different movement scenario is shown below:
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Figure 20: Control Overhead for Static Case
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Figure 21: Control Overhead for Single Group Movement
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Figure 22: Control Overhead for Multiple Group Movement
In the entire above figures (Figure 20, 21 and 22) we found that due to periodic broadcast of control messages, the Control overhead is almost same regardless of the movement pattern. The control overhead for MANEMO TDP/NINA is the lowest and MANEMO OLSR is the highest. This is because that for TDP/NINA the Tree Discovery (TD) messages are sent periodically to the underlying router and the router receiving the message replies with NINA messages. The router also sends NINA messages if it detects the unreachability to the underlying router. For pure OLSR each node broadcasts the Hello messages and Topology Control (TC) messages to the whole network. So the control overhead is higher than TDP/NINA. In MANEMO OLSR each node not only broadcasts Hello messages and Topology Control (TC) messages but also Host Network Association (HNA). So the control overhead is higher than other two topologies.
4.3  RTP Packet Loss
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Figure 23: RTP Packet loss measured from the testbed

As we did our experiment at the open air, the environmental condition (weather condition, interference due to other wireless devices) plays vital role in our experimental result. Moreover we move physically while carrying MR and MNN and that causes the change in antenna direction and distance as well. So, sometimes we get our expected result which is theoretical results but the percentage is very low. To get rid of this situation, we did the experiment in our laboratory using packet filtering to provide almost same environment, distance and movement pattern for all topologies. But this time we did a little change in single movement pattern. In previous experiment we were strict to the number of hop, but now we will consider the point of attachment after movement. Static and multiple group movement is as same as before. But for single group movement, the moving node will move two steps upward, that is OLSR Node 4 will attach to OLSR Node 2 in first step and in second step it will attach to OLSR Node 1. For MANEMO (TDP/NINA and OLSR) MR4 will first attach to MR2 and then to MR1.

The results are shown below: 

4.4 Call Setup Time
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Figure 24: Session setup time for Static case
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Figure 25: Session setup time for Single Group Movement
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Figure 26: Session setup time for Multiple Group Movement

In this indoor experiment we get almost same results in all cases. The SMON on OLSR performs the best in terms of session setup delay while MANEMO OLSR performs slightly better than MANEMO TDP/NINA.

4.5 Control Overhead
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Figure 27: Control Overhead for Static case
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Figure 28: Control Overhead for Single Group Movement
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Figure 29: Control Overhead for Multiple Group Movement

There is no significant difference in out-door and in-door experiment for control overhead. It is almost same in both environmental conditions.
4.6  RTP Packet Loss
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Figure 30: RTP Packet loss measured from the testbed
There is a significant change in RTP packet loss between in-door and out-door experiment. In in-door experiment all the equipments are within the wireless range and there is no physical movement of any devices. We found all the packet loss in SMON on OLSR is 0% and others are less than 0.2%.
5. Conclusion

We have presented an emergency network platform based on MANET along with P2P multimedia communication systems for rescue operation in disaster affected area. Our works aim to provide a real emergency network which can be setup within least possible time with multimedia communication support to the geographically isolated disaster areas. Our field experience along with research challenges and further enhancements have described. We will continue to improve our systems in time to come.
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